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Video data of people interacting with devices contains rich information about human behaviour that can be used to design or improve user
experience. As a first step, it must be interpreted — or coded — into a form that can be analyzed systematically. The coding process is
currently performed manually, and it can be slow and difficult, and biased by subjectivity. This is particularly problematic when trying to
obtain data that should be objective, such as the movements of a user in relation to a device. We describe Automated Behavioural Coding
(ABC), an open source object tracking technique designed to log user and device movements, and then output positional data that can be
used to model interaction. We validate the technique in a study of dual screen TV viewing, and show that the ABC tool is able to correctly
classify the direction of gaze to the TV or tablet up to 95% of the time, in a fraction of the time it takes to capture this data manually.
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To make it easier for ourselves and other investigators to use our automated pipelines, we have used
software containers to wrap up each stage of our method with everything needed for it to run. This
guarantees that our tools will always run the same way, regardless of the environment they are
running in, and ensures that any research is as reproducible as possible.
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Coarse-grained categories
Observation can only model the
interaction into qualitative categories.

I
v

MANCHESTER ﬁf-\ . Software

*l Sustainability ¢ IAMIab E PS RC

Interaction Analysis and

Inst itute Modelling Laboratory Engineering and Physical Sciences
Research Council

Acknowledgements

We would like to thank the EPSRC and the BBC for their funding contribution to this work via grants EP/K503782/1, EP/H500154/1, and EP/M017133/1.



